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STATUS REPORT ON THE ANSI 100-M13TTE/S CHANNEL

JohrI F. MO~SOil -
Iaa Alamos National Wxmtory

Lea Alamos. New Mexico

FEATURES OF HSC

Los Alamos Nattonal laboratory has submitted to
the Arncncan National Standards lnstltutc (ANSI)
X3T9.3 committee a specification for a 100-
Mby’tc/s channel called the h~gh-speed channel
(HSC). This channel specification is a simple, yet
high-performance, physical layer protocol and
media definition. This report wtl] descrlbc the
current defitit.ion of the HSC, possible
applications. and status of our proposal before
the ANSI committee.

Higher-speed channels (those at speeds of 100
Mb}lc/s) are Just beginning to appear on vendor
equipment. Crav Research Inc. has a 100- Mbjle/s
channel called HSX, Convex Computer Corp has
an 80-Mbyte/s channel called HSP, and other
vendors IUVC higher-speed channels under
development. in addition, Ultxa Corp 1s
de’.’elopir?g a netu’orking system to support
channels with these data rates. Each of these
\’cndor-dcvc]oped higher-speed channels arr
proprtrtary in nature. Furthermore. no ver!dor
has proposed a channel standard,

There arc many benefits to users of
supercornputers for a standard high -speed
cnannel. and It appears that we have a w’tndow of
oppormrnlty for developing thlc standard.
Consequently, Ixrs AIarnos advocated a high-speed
channel standard in the ANSI X3T9.3 commlttcc
durtng t.hc past year. At the present time,
industry interest is very high We have a matllng
list of 120 people represcnttng 80 companies. In
adrlitkrn. the i-lSC is bc!ng prntrxyprd at IBM. Los
Alamos, and other orgarrlzauons

The primary goal for the iiSC IS that !t should h a
fast. dlglud infonrtaUon dcliveg syst~tm that IS
optimized for prcdlrlnble transfers of blocks of
data T%c FIX r.les@r shciuld he slniple, prmldr
error dctcctlon, sup ort networking applications

1●nd caslly ●dapt to ber-optic ]mplemcnttittons
In addnton, the HSC design @hould support da!a
bus ●lze8 of 16, 32, ●).d 64 bits to accomrnodatr
SO.Mbyte/s. iOOMbytr/s. and 200. Mbytc;s
implementations,
------ --------
7h@ work MS p tiotmd unrlrr thr ●usplcts d the 1; S
Dcwnnunl d Enctgy

The HSC proposal currently being considered is a
simple physical level description and has the
follou-lng features: It supports point-to-point
connections at 100-Mb}Ic/s burst Uansfer rate
o\’er a 32- b]t-Wdc data bus. The distance
limltat]on 1s 25 meters for copper
tmplementatlons. For fiber implementations, wc
ant-icipatc suppofiing distances of tens of
kilometers. Error dctcctlon ts pro~’tdert by
vetica] part~ (one pari~ bit for each 8 bits of
data) and Iongltudlnal parity’ [32 bits of check
data at the end of a burst). The HSC is full duplex
and symmetrical and therefore consists of a
transmit channc] and a rcccil’c channel that are
independent of each other, Each channel
supports a request information flcld and has no
bidwcctioml s]gnal lines, TIMsc features are
important for potential networking svltchtng
applications, The HSC is also easily implcrnenlcd
from readily available components For ●xample.
the connecting cables are standard IF’1
(Intclllgcnt peripheral Interface] cablrs,

DESCRIPTION OF IiSC

A simple diagram of the HSC IS shown in Figure 1
This diagram tllustratcs the signal IIncs fo’ the
transmit portion. The rccelvc porUon Is
Identical, The signal Lnes consist of a data bus
(lines DOO - Dxx), error control bus (PO - Px),
packet control Ilnes, and burst control Ilncs, ThrI
data bus can be 16, 32, or 64 parallel llncs The
crrnr bus cart be 2. 4, or B parallel Ilnrs. Earh
error IInc IS associated wtth 8 d~tix lines and
contains the odd parity bit.

Thr packrt control Iincs control the flow
Information on the HSC Information is orgrml?r(l
Into a hierarchy rrf packets, bursts, and data
?Icmcnts A packet IS a srquencc of bursts, a
burst IS a sequc~lcr of 256 data clcmcnts, mrd a
data clement ts rlthrr ]6, 32, or 64 bits,
depcndlng upon the WIdti I of thr data bus Ttlr
sourer uses the request signs] ]tnr to notify ttlc
destlnat~on t}l~t a logical connection] IS desirrt)
Thc dcst]na!i’m tlses t}lr cr.rnrlect signal ]irlr III
rrspon-e to a r-rquest olgl)al, Thr source nl;lf’
optionally placr a data ~l~rnent C,,I t}le d,It:I tnt~
wtlllr assrrtlrlg t}~r rrqt~rsl nlgr); ll TIIe n)enlli~l~
Pssoclatml wtth tt)is data clcmrnt IR drtint-d t)t’
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Figure 1. HSC functional diagram.

tk,c next higher protocol layer One possible use
of this IS to provtde an address for swltchlng
applications. Once the source has asserted
request and the destination has responded by
asserting connect. a logical connection is
established. While a logical connection is
established, multiple packeta may be transmitted
from the source to the destination, Each packet
is delineated by the packet signal. Onc additional
rslgnal, the interconnect signal, is included in the
packet control lines, This signal indicates !O the
source and destination that the media cable is
electrically connected.

The burst control lines consist of ready, burst
enable, and clock. The ready signal is used by the
destination to notifi the source that the
dcsUnaUon can accept a burst, The destination
c n send multiple (prc-acknowledge) ready
s]gnals to enable high-transfer rates to be
sustained. The burst enable line 1s used to
dcltncatc a burst. The clock IS used to
synchronize the flow information and c~wcnt]y’ IS
defined wdth a period of 40 ns. Further detail on
the dcfinltlon of the HSC can bc obtalncd from a
document prepared by Gene Domhoff, Los
A.Uimos National Laboratory, entitled Los Alanurs
High Speed Chcmnel Prvposal.

Ap~~*nnru . . . . ..-

The potcntlaf applications of the HSC can be
dlscusscd at great length However, thr
application areas of most tntcrcst at Los Alamos
are high -sperd graphics and networkln

f
At LOS

Alamos, researchers generate “movk” ]Ics from
production codes that run several hours on CRAY
>i. MPs. The researcher vtews thegc mo~lc flies on
a graphics tcrmlnat after a production codr has
flnlshed. Running these movte film at rwar-video
rates (24 frarnr/s) rcqulres a 50. Mtrlt/s transfer
ratr to view a 512- try 512- by 8-bl[ resolution
frame, Many of our users require 1024. by 1024
resolution, which Inrrcasrs thr data ratr by n
factor of four to 200 Mbit/s. A few users WOUI(!

like to sce 1024- by 1024- by 24-bit resolution.
which increa~r~ the data rate to 600 Mbit/s. In
addiuon to virulng results from production nrr]s,
researchers also would like to observe the
operation of their algorithms in real time. This
applicatirm w’as ad~’ocated by John von Neumann
in his proposal for numerical experiments in
1946!

We havr provided a few users at Los Alamos w-ith
higher-speed graphics capabili~. We developed a
frame buffer :md con.. ected it to a CRAY X-
MP/416, The frame buffer uperates at 50 Mbit/s.
M’c also have an ultra specci graphics facili~ that
can display images at 69 Mbit/s. The ultra
speed graphics facility was dcscrtbcd in the
summer 1(~87 issue of Cray Chunnels. Our
challcngr is to prollde these data rates to a largr
nunlbcr of our users through a rrrtwork.

TIIe Los AIamrm integrated C~mputer Netu70rk
ii N) is illustrated functionally in Figure 2. The
various computational servers of the nctw’ork, the
CI’SS, NOS, and UNtX hosts, are conncctcd to a
vartrty of n?twork sctwrs such as Comrcon File
System (CFS), Print And Gr,aphlcs Ex ress Station

$(PACES), and Facility for Operations ontrol and
Utillzatlon Statistics U’GCUS) by R packrt-
swltrhcd network called tbc File Transport
Ntiwr.rrk, The XNIHS, gateways to other
networks arc alr,o connected to the File
Transport Network, The File Transport Network
accommodates large packet sizes (25 Kbytcs) and
data rates up to 40 Mbit/s. Access to a largr
terminal network is pro~dded by another packrt
swttchcd networi.

T(I eup~ort graphics applications and antlclpatcd
diatributcct c;]rjlptlting appllcauons, wc ulli
require a n~twoik that cen lnt?rconrwct G vartely
of computtr systems from diffrr?nt vendors and
that can operate at 800-Mbit/s burst data rates.
W’r anti[]patr networking products at thrsr diitii
rates In the near fu!urr Llltrti crrrp IS drt)rlopillg
rwtworking aystrrnn that support thrrw datir rat{’s
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We arc prototyping a crossbar switch that would
support these data rates. The development and
adoption by Industg of a standard high-speed
channel would bencfi t both the users of high-
speed networks and those building the nctu’orks.
Irvtee d of expending resources to develop
interfaces to each vendor’s proprietary high-
speed channel, network vendors could develop a
single standard inierface and concentrate their
resources on networking issues.

4XRRENT STATUS

The stitus of the HSC proposal before
committee can be bricflv summarized,

the X3-I-9.3
Because

the cornmlttcc is corwificcd channeki of these
speed. are needed, PWOimplementations arc
being considered. The HSC is oriented towards
computer-to-computer applications, The other
pro sal being considered 1s called 1P] Wider-

rWi er/Faster-Faster. This proposal Is an
extenslor of the current lPJ standard and 1s

CN at Los Alamos,

better suited for computer-to-peripheral
applications. We believe that both
implementations are useful.

Some of the issues that arc currently being
discussed by the committee arc fiber-nptic
implementations, types of connectors, and the
50-Mb}l~/s and 200-MbYlc/s options. The
rfiscussions on connectors are addressing
concerns about the amount of backplane space
required by the connectors. After the
requirements for the 50- and 200-MbJIe/s
options have been examined, these .>ptions mn~’
be dropped,

The HSC proposal has attracted interest in
industn, In addition to the standards efforts,
which could bc described as a “top-down”
approach, sev~ral companies arc devc]oping
prototypes. This latter approach, which is morv
“bottom-up,” helps to sustain interest in the
standards committee,


